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Eight human observers were tested on a signal recognition task involving two tones 

of different amplitudes. The independent variables were (a) three binomial schedules 
for presenting the two signals, with parameter values 0.2, 0.5, and 0.8, and (b) four 

conditions varying the information given to an observer about the signal presentation 

schedules. The information that an observer was given about the presentation schedules 
markedly influenced hit and false alarm rates (the probabilities of reporting a loud 

signal when a loud and soft signal, respectively, occurred). The influence of the 
preceding trial’s signal and response on hits and false alarms also varied as a function 

of both the presentation schedule and the information given about the schedules. A 
mathematical model of signal recognition is shown to provide a fairly accurate account 

of the various conditions investigated. 

Findings from experiments by Kinchla (1966) and Tanner, Haller, and Atkinson 

(1967) suggest that signal recognition is a function of both the signal presentation 
probabilities and the amount of information given observers about these probabilities. 
Both experiments involved the recognition of two amplitudes of a 1000 Hz tone; 
whenever a signal was presented, the observer was required to judge whether it was 

the louder or the softer of two tones. A major independent variable in both studies was 
the signal presentation schedule. The schedules were binomial sequences of loud and 
soft tones. For Kinchla the probability of the loud tone (y) took on three values: 

0.25, 0.50, and 0.75; for Tanner et al. five values were used: 0.1, 0.3, 0.5, 0.7, and 0.9. 
In order to compare their findings with research on signal detection (Green and Swets, 

r The authors wish to thank Professor R. W. Haller for his comments and suggestions on an 

earlier version of this paper. 
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1966), these authors (Kinchla, 1966; and Tanner et al., 1967) defined a hit as a report 
that the loud signal occurred when in fact it did occur, and afalse alarnz as a report that 
the loud signal occurred when the soft signal was presented. 

In Kinchla’s experiment two types of information were given to observers about 

the presentation schedules. In one condition observers were told the signal presentation 
probabilities at the start of each experimental session and were given feedback iden- 
tifying the correct response on every trial. In the other condition they were told the 

presentation probabilities, but were not given trial-by-trial feedback. For both of these 
conditions Kinchla reported results that were similar to those of signal detection studies 
(Green and Swets, 1966), viz, that both hit and false alarm probabilities increased as 
y  increased, although the effect was less pronounced when feedback was omitted. 

In the study of Tanner et al., however, observers were not told the signal presenta- 
tion probabilities and were not given trial-by-trial feedback, and both hit and false 

alarm rates decreased as y  increased. Under the no-feedback conditions of both studies, 
hit and false alarm rates were strongly influenced by the signal and response that 
occurred on the immediately preceding trial; these sequential effects were in sharp con- 
trast with the relatively weak sequential effects that typically have been reported for 

signal detection experiments (Atkinson and Kinchla, 1965). Results similar to those 
obtained by Tanner et al. have been reported by Parducci and Sandusky (1965) for 
recognition of visual displacement. 

In order to provide a theoretical account of their results, Tanner et al. presented a 
model which incorporates both memory and detection processes. This model will be 
referred to as the Memory-Recognition Model or more simply, the MR-Model. 
Tanner et al. applied the model to their data and indicated how it might be modified 
to account for the data obtained in Kinchla’s feedback condition. 

The study reported here had the following objectives: (a) to replicate the findings of 

Kinchla in his feedback condition and of Tanner et al. in their no-feedback condition; 
(b) to determine whether the inverse relationship between y  and the hit and false 
alarm rates, reported by Tanner et al., depends on observers not being informed about 
changes in the presentation schedule; and (c) to test the ability of the MR-Model to 
predict performance both in a feedback condition and in three no-feedback conditions. 

The MR-Model 

The following notation will be used in discussing the experiment and model: 
S, = presentation of the loud signal; S,, = presentation of the soft signal; A, = the 
response identifying a signal as loud; A, = the response identifying a signal as soft; 
and y  = the presentation probability of the loud signal. Thus on any trial of an 
experimental session, either S, is presented with probability y, or S, with probability 

1 - y. After each presentation, the observer is required to make either an A, or A, 
response identifying his judgment of which signal was presented. The observer may 
or may not be told the signal presentation probabilities, and may or may not be given 
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feedback after each response. As defined here, the feedback condition involves both 
trial-by-trial feedback and telling the observer the signal presentation probabilities at 
the start of a session. 

The principal dependent variables are the hit and false alarm probabilities and the 
(first order) sequential probabilities, defined as follows: Pr(A, 1 S,) = the probability 

of a hit; Pr(A, / S,) = the probability of a false alarm; Pr(A, 1 S,A,S,) = the prob- 
ability of a hit, given that an Aj was made to an S, on the preceding trial (j, K -: 0 or 
1); and Pr(A, ! S,A,SJ,) = the probability of a false alarm, given that an Aj was made 
to an S, on the preceding trial (j, k = 0 or 1). 

A graphic representation of the MR-Model is shown in Fig. 1 .2 The model assumes 
three processes: a memory process which maintains an image of the signal presented on 

--. 

INPUT OF 
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FIG. 1. Schematic representation of the MR-Model. 

the preceding trial, a comparison process that calculates a difference function on the 
stored image and the incoming signal, and a decision process that selects a response on 
the basis of the comparison process. We assume that an observer has in memory an 
image of the signal presented on the immediately preceding trial. This stored image 
will be referred to as the trace. Due to the influence of various noise sources, the trace 
of signal Si will take on different values from presentation to presentation and is best 

described as a random variable Ti . It is assumed that Ti is normally distributed with 
mean ti and variance uT2. More specifically, the trace distributions for the signals S, and 
S,, have different means, t, and t, , but a common variance uT?. 

On each trial of the experiment, the observer processes both the presented signal 
and the trace of the last signal. We shall call the sensory event associated with the 
occurrence of Si the input, a random variable denoted as Ii , which is normally distrib- 
uted with mean si and variance a, 2 Thus, the two signals S, and S, are characterized . 
by two input distributions with means sr and s0 but a common variance g12. 

2 A similar model has been presented by Kinchla and Allan (I 969) and Kinchla and Smyzer 
(1967). 
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The values of sr and s,, are regarded as scaling parameters, and for mathematical 
convenience are set arbitrarily at sr = 1 and s0 = 0. For reasons discussed by Haller 

(1969) it is assumed that t, and t, depend on y. The postulated relationship is linear and 
is specified by the parameter 01 as follows: 

t, = 01 + (1 - CX) y, (1) 

to = (1 - 4% (2) 

where 0 < 01 < 1. Thus, the more probable signal is remembered with the least 
amount of distortion, and the greater the value of LY the more accurate the memory for 

both signals. 
According to the model, on each trial the observer compares the trace from the 

preceding signal with the input of the current signal. He then computes the difference 
between the trace and the input on the relevant dimension (the dimension on which 
he is asked to base his judgment). I f  signal SI, was presented on the preceding trial and 
signal Si is presented on the current trial, then the difference score di, is distributed 
as a random variable Di, that is specified by the equation 

Di, = Ii - Tk , (3) 

To avoid confusion, it should be noted that whereas the trace on any trial is determined 
by the stimulus input on the preceding trial, the input on a trial is assumed to be 

independent of the trace active on that trial. Thus Di, is normally distributed with 
mean si - tl, and variance uo2 = aTa + 612. 

The decision process uses the output of the comparison process to generate a 
response as follows: 

If  [~~~w~~e/ then /~~~~:,: ia 
repeat response made on the preceding trial 

1 (4) 

where 6, > 6, . I f  the difference between the input and the trace is greater than some 

criterion value 6, , then A, occurs; if the difference is less than some criterion value 6, , 

then A, occurs; if the difference does not exceed either the lower or the upper criterion, 
then the response made on the preceding trial is repeated. In essence, when the obser- 
ver substracts the trace of the last signal from the image of the current signal and 
obtains a “large” positive difference, he calls the current signal loud; when he obtains 
a “large” negative difference, he calls the current signal soft; and when he obtains 
little or no difference, he identifies the current signal as a repetition of the preceding 
one and repeats his last response. 

From the above assumptions, Haller (1969) and Tanner et ~2. (1967) have shown 
that 

Pr(A, / S,A,S,) = Q, ( ” - :i- ‘j ) 
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where i, j, and K can take on the values 0 or 1, and @(A) is the integral of the unit 
normal density function; i.e., 

I f  the predicted sequential probabilities are plotted as points in a receiver-operating- 

characteristic (ROC) space, then the points [Pr(A, j SsAjS,), Pr(A, 1 &‘,A$?,)] fall on 
a symmetric, bow-shaped curve that is defined by the parameter oo, and is of the 
type predicted by signal detectability theory (Green and Swets, 1966).3 

For the feedback condition, Tanner et al. (1967) proposed that, if di, falls between 

the lower criterion 6, and the upper criterion 6, , then the observer reports that S, , the 
signal presented on the preceding trial, has been repeated. More specifically, in the 
feedback condition the observer always knows on a given trial which signal occurred 
on the last trial, since the feedback event has given him that information. Therefore, 
when the trace from Sk and the input from Si are perceived to be approximately the 

same (i.e., when di, falls between 6, and 6,), the observer makes the response that was 
designated by feedback as correct on the last trial. For this assumption, 

Pr(A, 1 S,A,S,) = @ ( ” - :o- “’ j. 

A more general assumption when di, falls between 6, and 6, is that the observer’s 
response strategy is influenced by any information from the preceding trial. Specifically, 

we assume that the observer responds according to a weighted combination of two 
tendencies, a tendency to repeat the response he made on the preceding trial and a 
tendency to report a repetition of the signal (signified by the feedback event) that 
occurred on the preceding trial. Under this assumption, 

Pr(A, ( S,A,?S,,) = W@ i + - 6”,- Sk j + (1 - w) @ ! ” - :o- ‘j j (8) 

where w is the weighting parameter. Note that Eq. 8 is simply a weighted average of 
Eqs. 5 and 7. The no-feedback condition of Tanner et aE., is a special case when 

w = 0 and Eq. 8 reduces to Eq. 5. At the other extreme, if the observer ignores his 
last response, then w = 1 and Eq. 8 reduces to Eq. 7. 

For the feedback condition, the point [Pr(A, / &,A,&), Pr(A, 1 S,A,S,)] generated 
by Eq. 8 lies on a smooth ROC curve defined by oD only when i = k, i.e., when the re- 
sponse on the preceding trial was correct. When j # k, the points generated by Eq. 8 
fall below the ROC curve that passes through the points generated when j = k. In fact, 
the points [Pr(A, j &,A,&), Pr(A, 1 S,A,S,)] and Pr(4 I G%&)~ PM I W4&JI 

3 A point in the ROC space is represented by the ordered pair (x, y), where x denotes the 

value on the abscissa and y denotes the value on the ordinate. 
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generated by Eq. 8, each lie on a straight line between the corresponding points 

generated by Eqs. 5 and 7, which lie on the ROC curve. 

METHOD 

The observers were two male college sophomores (Nos. 1 and 3) and five female 
housewives (Nos. 2, 4, 5, 6, and 7) ranging in age from 20 to 21 and 31 to 42, respec- 
tively. Audiometric tests established that all observers had normal hearing. The 
observers were paid at the rate of $2.25 per hour plus $0.75 per hour upon completion 
of the experiment. In addition, they received $0.01 for every 4 correct responses. 

The task required the observer to judge which of two auditory amplitudes occurred 

on each of a series of trials. Responses were recorded by having the observer press one 
of two buttons on a panel directly before him. The buttons were separated horizontally 
4.25 inches from each other. For three observers (Nos. 3, 6, and 7) the buttons were 
labeled from left to right, loud signal, soft signal; for the other four observers, the order 

was reversed. 
The sequence of events on each trial of the experiment was as follows: a I-set ready 

period, designated by the illumination of a small white light on the observer’s panel; the 
presentation of one of the two signals for 0.1 set; a 1.9-set response period, designated 

by both response buttons being illuminated; a 2-set interval, followed by the ready light 
for the next trial. Thus, a total of 5 set elapsed between signal presentations. When 
trial-by-trial feedback was given, a red light illuminated the correct response button 
during the last 2-set interval of the trial; otherwise the interval contained no informa- 
tion. 

The signals were lOOO-Hz sinusoidal tones, presented through earphones for a 

duration of 100 msec. The equipment and method of tone generation were the same 
as reported by Tanner et al. (1967). No background noise was presented. The ampli- 
tude of S, , the loud signal, was constant throughout the experiment at a sound pres- 

sure level of 70 dB. The amplitude of S, , the soft signal, was adjusted individually 

for each observer, contingent on his performance during four practice sessions. The 
adjustment was made after each block of 50 trials so that by the end of the fourth 
practice session the observer was responding correctly on about 700,: of the trials. At 
that time the amplitude settings of S, were as follows (Nos. 1 to 7): 67.4, 63.0, 67.4, 
67.1, 65.6, 67.6, and 66.4 (mean = 66.4); these amplitudes were held constant for the 
remainder of the experiment. During the practice sessions y  was set at 0.5. 

The experiment involved 63 sessions plus 4 practice sessions for each observer, who 
was tested individually for 2 sessions a day with a 15-min break between sessions. 
Each session consisted of 350 trials. Within a session the proportion of S, trials was 
determined by one of three presentation schedules defined by y  : y  = 0.2,0.5, and 0.8. 
Within each block of 50 trials, y  defined a random sequence with the restriction that 
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there were y  x 50 loud signals and (1 - y) x 50 soft signals. The order of presenting 

the schedules was randomly determined with two restrictions: in successive 3-session 
blocks the observer was tested for 1 session on each of the three schedules, and he was 
not tested on the same schedule in any 2 consecutive sessions. 

Observers were not given information about the signal presentation probabilities 

either before the experiment or during the practice sessions. Following the practice 
sessions the experiment involved four major parts (conditions), described in their 
order of occurrence: NF/N, F, NF/E, NF/EL. 

Condition NF/lv (no feedback/naive). The observer was not given trial-by-trial 
feedback and was not told that the presentation schedule varied from one session to 

another. This condition lasted for 12 sessions, 4 sessions with each of the three presen- 
tation schedules. Condition NF/N was designed to be comparable to the no-feedback 
condition of Tanner et al. (1967). 

Condition F (feedback). This condition followed NF/N and lasted for 12 sessions, 

4 with each schedule. On each trial during Condition F, the observer was given 
feedback identifying the signal that had occurred on that trial. In addition, he was 
told the presentation probabilities at the start of each session. Condition F was designed 
to be comparable to Kinchia’s (1966) feedback condition. 

Condition NF/E (no feedback/experienced). This condition followed Condition F 

and lasted for 30 sessions, 10 with each presentation schedule. As in Condition NF/N, 
the observer did not receive trial-by-trial feedback and was not told the presentation 
probabilities. However, since the observer had participated in Condition F, he was 

now aware that the presentation probabilities might be varying from session to session. 
The extended duration of this condition was designed to allow investigation of possible 
changes in performance as a function of eIapsed time following Condition F. 

Condition NF/EL (no feedback/experienced, later). This condition started 1 month 
after the completion of Condition NF/E and lasted for 9 sessions, 3 with each presen- 
tation schedule. Observers were not told at the end of Condition NF/E that they would 
be asked to return (No. 3 did not participate in Condition NF/EL). As in Condition 
NF/N and NF/E, the observer was not given trial-by-trial feedback and was not told 
the presentation probabilities. Condition NF/EL was included to determine if the 
elapse of a fairly long period of time would dissipate any influence that Condition F 
might have on subsequent performance in a no-feedback condition. 

RESULTS AND DISCUSSION 

Table 1 presents the sequential probabilities, hit and false alarm probabilities, the 
probability of an A, , and the probability of a correct response, P,(C). The figures also 



RE
SP

O
NS

E 

PR
OB

AB
IL

IT
IE

S 

AN
D 

PA
RA

M
ET

ER
 

ES
TI

M
AT

ES
 

W
A,

 
t 

%
A,

%
) 

hIA
, 

1 
So

A,
%

) 

Pd
A,

 
1 

%
A,

%
) 

Pr
lA

, 
1 

So
A,

So
l 

Pr
lA

, 
t 

S,
A&

 
I 

W
A,

 
1 

S,
A,

S,
l 

Pr
lA

, 
1 

S,
A&

l 

Pr
lA

, 
1 

S,
A,

S,
) 

Pr
tA

, 
1 S

,) 

Pd
A,

 
1 

So
) 

Pr
(A

,I 

W
C)

 

Im
i. 

TA
BL

E 
1 

Ob
se

rv
ed

 
(0

6)
 

an
d 

Th
eo

re
tic

al
 

(T
h)

 
Re

sp
on

se
 

Pr
ob

ab
ilit

ie
s 

an
d 

Pa
ra

m
et

er
 

Es
tim

at
es

 

7F
0.2

 

lb 
Th

 

43
 

67
 

61
 

61
 

32
 

77
 

38
 

81
 

47
 

54
 

59
 

33
5 

.45
 

.92
 

.60
 

.69
 

.25
 

.81
 

.&
3 

.85
 

.47
 

-55
 

.59
 

NO
 

FE
ED

BA
CK

 

NA
IV

E 

,=a
5 

Ob
 

Th
 

21
 

.79
 

34
 

36
 

86
 

.*a
 

55
 

.50
 

61
 

.60
 

.26
 

.I8
 

.76
 

.73
 

.25
 

.30
 

.78
 

.76
 

.34
 

34
 

.56
 

.55
 

.72
 

.71
 

.12
 

7’0
.8 

Ob
 

Th
 

.71
 

.27
 

.79
 38
 

.51
 

.I4
 

.64
 

.I7
 65
 

.22
 

.56
 

.a 

.7’
 

21
 8: 4’ .5’
 1: 6: 2i 6! 23
 

5i 62
 

-.3
5 .32

 

36
 

9.6
7 

y=
0.2

 

Ob
 

Th
 

f .75
 

.72
 

.o
* 

.o
* 

( 

.71
 

FE
ED

BA
CK

 

,=0
.5 

Ob
 

Th
 

.86
 

.87
 

.20
 

.20
 

.79
 

.83
 

.32
 

.26
 

.46
 

.57
 

.72
 

.71
 

08
 

.06
 

~ 
.*o

 
.I5

 

63
 

.62
 

1 
.77

 
.77

 

, 

.06
 

05
 

~ 
.13

 
,I 

.62
 

.63
 

a0
 

31
 

06
 

.06
 

I 
.I8

 
.I6

 

.18
 

.I7
 

1 
.49

 
.49

 

.87
 

.88
 

8, 
32

 

.78
 

.45
 

-.0
1 

, 
-.3

9 .65
 

.51
 

.73
 

10
.75

 

y=
o.

* 

Ob
 

Th
 

.95
 

.30
 

.92
 

62
 

38
 

31
 89
 

.I9
 

.93
 

.31
 

31
 

39
 

.94
 

35
 

.94
 

.43
 

33
 

.26
 92
 

.28
 

.93
 

.34
 

.81
 

.88
 

.02
 

- 
73

 

NO
 

FE
ED

BA
CK

 
NO

 
FE

ED
BA

CK
 

EX
PE

Rl
EN

CE
D 

EX
PE

RI
EN

CE
D,

 
LA

TE
R 

.26
 

26
 

22
 

.21
 

.I7
 

.2 

.96
 

.99
 

i 
.94

 
.99

 
.93

 
.98

 

.68
 

.67
 

.62
 

.61
 

.58
 

.55
 

.60
 

56
 

.53
 

.53
 

; 
47

 
.46

 

.I4
 

34
 

.15
 27

 .88 
35

 
36

 
31

 
81

 

31
 

.33
 

.28
 

.27
 

.21
 

21
 

.43
 

.44
 

.56
 

.56
 

.69
 

.69
 

t 72
 

.71
 

.79
 

.80
 

.B
O 

31
 

.39
 

.25
 

.17
 

-34
 

-.4
4 

-.5
3 

.42
 

.92
 

.98
 

.54
 

.54
 

63
 

.65
 

.I5
 

.05
 

.87
 

37
 

.I8
 

.I8
 

.88
 

.90
 

27
 

27
 

.91
 

.97
 

90
 

.9j
 

.45
 

.46
 

.46
 

47
 

.55
 

.57
 

.54
 

.51
 

.12
 

.03
 

.I1
 

.03
 

.39
 

A0
 

.76
 

.76
 

.32
 
1 

-.1
7 

.52
 

11
.01

 

36
 

.49
 

3.9
7 



SIGNAL RECOGNITION 267 

present the sequential probabilities (Fig. 2), hit and false alarm rates (Fig. 3), and the 
A, probability (Fig. 4). Th ese data were calculated for observers individually and for the 

group as a whole. To conserve space, data for individual observers are not presented; 
however, they are reasonably well represented by the group values. The adequacy 
of the representation is comparable to that displayed in Tanner et al. (1967). 

The data represent performance over all of the sessions of a given schedule and a 
given condition. Data for single sessions were also examined to determine if there were 
systematic changes over sessions. Such changes were not observed, even for Condition 

NF/E where they were most expected. Thus the data presented are representative of 
individual sessions as well as individual observers. 

To obtain predictions for the MR-Model, it is necessary to make estimates of 

01, QD 9 6” 9 6, > and W. For the present study the parameters were estimated by mini- 
mizing the following function: 

&a, CD , 6, ,a, > w) = i i % {[&(A, j S,AjS,) - Pr(A, S,A,S~)]” fr(AiS@jS,)}, 
h=l j=l i-1 

(9) 

where Pr(fl, j S&S,) denotes the observed sequential probability and fr(A,SiAjS,) 
denotes the corresponding observed frequency. The parameter estimates were obtained 

using a high-speed computer to calculate the function [(a, oD , 6, , 6, , W) over a grid 
of possible values of the parameters, then selecting those values that approximated the 
minimum of the function (see Atkinson, Bower, and Crothers, 1965, p. 386). 

Two estimation procedures, designated as Methods A and B, were employed. In 
Method A, which was used for Condition NF/N, the five parameter values were 
estimated simultaneously for all three presentation schedules. In Method B, 6, and 6, 

were estimated separately for each presentation schedule, while 01, uo , and w were 
estimated simultaneously over all three schedules. Thus in Method B, one value each 
for 01, pro , and w, but three values each for 6, and 6, (a total of nine parameters) were 
estimated. Method B was used for Conditions F, NF/E, and NF/EL, because it was 
assumed that 6, and 6, would vary with y  when observers were aware that the signal 

presentation probabilities were being varied from session to session. The parameter 
estimates and the minimum values of ((a, ‘ho , S, , S, , w) are presented in Table 1. 

The sequential probabilities are discussed first, since the principal predictions of the 
MR-Model are based on sequential relations. These probabilities are presented in 
Fig. 2. The columns of Fig. 2 correspond to the four experimental conditions, and the 

rows to the three presentation schedules. The circles and squares in each graph (see 
the figure legend) plot the observed points [Pr(A, 1 SOAjS,), Pr(A, 1 &A$‘,)]. The 
bow-shaped curves are the ROC functions predicted by the MR-Model. The curves 
are determined by the single parameter oD (Haller, 1969; Tanner et al., 1967). There- 
fore, each condition (having its own estimated value of oo) has a different curve, but the 
three schedules of a condition (having the same value of oo) have the same curve. 
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. 

FIG. 2. ROC graphs of sequential response probabilities. 

The intersections of the ROC curves and the short lines drawn perpendicularly to 
them plot the predicted points in Fig. 2. For the no-feedback (NF) conditions, the 

order of the predicted and observed points along the ROC curve is the same, and this 
order is independent of the presentation schedule. Both hit and false alarm rates 
increased as a function of the signal and response on the preceding trial as follows: an 
A, made to an S, , an A, made to an S, , an A, made to an S, , an A, made to an S,, . 
Thus there was a general tendency to repeat the response made on the preceding trial 
but not to report the signal that occurred on the preceding trial. Also, there was a 

strong tendency to repeat a response that was incorrect on the preceding trial. The 
order of the observed points for all three NF conditions is the same as that reported by 
Kinchla (1966) and by Tanner et al. (1967) for their no-feedback conditions. Also, the 
accuracy of the MR-Model for predicting the sequential probabilities in the present 
study appears comparable to the accuracy reported by Tanner et aZ. 

As noted above, for Condition F the model predicts that only two of the points for 
the sequential probabilities, viz, PM I %4&), W% I &%%)I and 
[Pr(A, 1 S,A,S,), Pr(A, 1 S,A,S,)] will f  a on the ROC curve. The predicted values 11 
for these two points are indicated by the intersection of short lines with the ROC 
curve; the predicted and observed values for these two points have the same order in 
the ROC space. For the two points that are predicted to lie below the curve, uiz, 
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F’r(4 I W4&), W4 I W$‘,)1 and Pr(4 I &%%), W4 I ~,4JdI, the pre- 
dieted values are designated by small crosses and a line connects these crosses with 
the corresponding observed points. 

For Condition F (in contrast to the NF conditions) the order of the four observed 
points along the ROC curve is not consistent over presentation schedules. However, 
the order within each of the two pairs of points (the pair predicted to fall on the ROC 
curve, and the pair predicted to fall below the curve) is the same for each presentation 

schedule as the corresponding order in the three NF conditions; i.e., both hit and 
false alarm rates were greater when an A, was made to an S, than when an 4,, was 
made to an S,, on the preceding trial, and were greater when an A, was made to an S, 

than when an A, was made to an S, . Inspection of Kinchla’s data shows these same 
relationships when observers received trial-by-trial feedback. 

Kinchla reported that the influence of the preceding trial’s signal and response on 

hit and false alarm rates was much stronger when observers did not receive feedback 
than when they did. Similarly, in Fig. I of the present study, the sequential effects 
appear greater for the NF conditions than for Condition F; i.e., the spread of the four 
points in the ROC space is generally greater for the NF conditions than for Condition 

F. In both studies, however, the two points [Pr(A, 1 &4&J, Pr(A, 1 S,A,S,,)] and 
[Pr(il, 1 S,A,S,), Pr(,4, j S,ArS,)] were spread about as far apart when feedback was 
given as when it was not. The decrease in the overall spread for Condition F was due 

specifically to a decrease in the sequential effects when an error (A& or A,&,) was 
made on the preceding trial. Thus in Condition F (in contrast to the NF conditions) 
there was not a consistent tendency to repeat a response that was incorrect on the pre- 
ceding trial, but (similar to the NF conditions) there was a tendency to repeat a 
response made on the preceding trial whether or not it was correct. 

The two points that are predicted to lie below the ROC curves in Condition F are 
not as well fit by the model as are the points (in all four conditions) that are predicted 
to lie on the curves. However, in all conditions the theoretical fits for the points that 

are predicted to lie on the ROC curves appear reasonably accurate; and, as noted 
previously, even for the points in Condition F that are predicted to lie below the 
curve, the relative location in the ROC space, with respect to the direction of shifts 
along the curve, is predicted. 

Figure 3 presents observed values for hit and false alarm rates plotted on ROC 

graphs. As would be expected from previous research, hit and false alarm rates varied 
systematically as a function of y  in all experimental conditions. For all three NF 
conditions both the hit and false alarm probabilities decreased, as y  increased, the 
same relation reported by Tanner et al. (1967). Qualitatively then, the relationship 
between y  and hit and false alarm rates was the same for the three conditions. However, 
note that the spread of the points is greater in Condition NF/N than in Conditions 
NF/E and NF/EL. This evidence indicates that the influence of y  on hit and false 
alarm rates is reduced in a no-feedback condition that is presented after an observer 
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FIG. 3. ROC graphs of hit and false alarm probabilities. 

has previously experienced feedback. This reduced influence apparently was not 
affected by the elapsed month between Conditions NF/E and NF/EL. 

For Condition F both hit and false alarm rates increased as y  increased. This 

relationship is the same as that reported by Kinchla for his feedback condition. The 
influence of y  on hit and false alarm rates appears to have been stronger in Condition 
F than in Condition NF/N and this difference between the two conditions also is 
consistent with the results of previous research. Inspection of Kinchla’s feedback data 
and Tanner and co-worker’s no-feedback data suggests that the influence of y  on hit 

and false alarm rates was stronger in the former even though the range of y  values 
(0.25 to 0.75 and 0.1 to 0.9, respectively) was greater in the latter study. 

Predicted values for Pr(A, 1 S,) and Pr(A, 1 S,) were obtained as weighted averages 
of appropriate sequential probabilities: 

Pr(A, I Sj) = C 1 [Pr(A, / S&S,) Pr(& / S,) Pr(S,)]. 
&I i-1 

(10) 

The predictions for Pr(A, 1 S,) and Pr(A, 1 S,,) are presented in Table 1, where they 
can be compared with observed values. For each of the four conditions the model 
predicts the observed values quite accurately. The largest discrepancy between 
observed and predicted values is 0.04, and the discrepancy for 17 of the 24 pairs of 

values is less than or equal to 0.01. 
Figure 4 presents the observed values for Pr(A,) as a function of y. It is clear that 

feedback had a marked influenced on Pr(A,). While Pr(A,) remained virtually constant 
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FIG. 4. Unconditional probability for reporting the loud signal. 

over the presentation schedules in Condition NF/N, it approximately matched the 
value of y  in Condition F. These results are consistent with those of Tanner and co- 

worker’s no-feedback condition and Kinchla’s feedback condition. For Conditions 
NF/E and NF/EL, Pr(A,) increased as y  increased but less markedly than in Con- 
dition F. Thus, Conditions NF/E and NF/EL lie between Conditions NF/N and F 
in their influence on the relationship between y  and the A, response probability, just 
as they did for the relationship between y  and the hit and false alarm rates. As in the 
case of hit and false alarm rates and sequential probabilities, the elapsed month between 

Conditions NF/E and NF/EL did not appear to influence Pr(A,). 
The predictions for Pr(A,) and Pr(C) were obtained as weighted averages of the 

predicted hit and false alarm rates as follows: 

Pr(4) = PrM I W Y + W% I %)(l - Y), (11) 

WC) = W4 I &I Y + [l - W4 I &NU ~ Y). (12) 

The values of Pr(A,) and Pr(C) are presented in Table 1; note that 23 of the 24 predic- 
tions are within 0.01 of the observed values. 

In the application of the MR-Model to Conditions F, NF/E, and NF/EL, certain 

assumptions were added to the basic model. To evaluate these additional assumptions 
some alternatives were considered. 

For Condition F the predictions generated by Eq. 8 (shown in Table 1) were com- 
pared with those generated by Eq. 7. The estimation procedure used for Eq. 8 (Method 
B) was repeated for Eq. 7, since S, and Sr obviously were dependent on y  (note in 

480/7/z-6 
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Fig. 5 that for Condition F both S,, and 6, decreased markedly as y  increased). For 

WA, I S,), Pr(4 I h), Pr(4, and WC’), Eqs. 7 and 8 yielded essentially equivalent 
results; the predicted values for the two equations are all within 0.01 of each other. 
However, for the sequential probabilities, the predictions of Eq. 8 provided a far 
better fit to the data than those of Eq. 7; the respective minimum values of 

t(% vD > %, % 1 W) are 10.8 and 27.9. 

.6 - 

.4 - 

NF/E 
NF/N I 
NF/EL 
F 

. ”  

y= 0.2 yzo.5 y=O.8 

PRESENTATION SCHEDULE 

FIG. 5. Estimates of the criterion values. 

Method B was used originally to estimate parameters for Conditions NF/E and 
NF/EL, since it was assumed that an observer might guess the values of the signal 
presentation probabilities and adjust his criterion values appropriately. Figure 5 shows 
that the estimates 6, and 6, decreased as y  increased in these two conditions, but the 

relationship was not as strong as it was for Condition F. Therefore, a new set of 
predictions was generated for Conditions NF/E and NF/EL using Method A, which 
required 6, and 6, to be constant over y. Method B proved to be more accurate for all 
of the probabilities shown in Table 1 for the two conditions. For Conditions NF/E and 
NF/EL, respectively, the minimum values of ((01, gD , 6, , 6, , W) obtained by Method 
A are 75.6 and 40.2; these values are much larger than those obtained by Method B 
(see Table 1). 

The data appear to support the assumption that 8, and 6, vary as a function of y  in 
Conditions F, NF/E, and NF/EL. As an additional test of the MR-Model another set 
of predictions was generated for Condition NF/N using Method B, i.e., allowing 
6, and 6, to vary with y. However, the estimation of additional parameters in Method 
B did not substantially improve the predictions for Condition NF/N. For all the 
response probabilities in Condition NF/N, the predictions generated by Methods A 
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and B are nearly identical. The values of 6, and 6, for Condition NF/N obtained using 

Method B are shown in Fig. 5, and it is apparent that they are virtually constant over 
y. Thus the assumption that observers do not adjust their criterion values from one 
presentation schedule to the next in Condition NF/N appears to be supported. 

CONCLUSION 

The findings of this study, we believe, justify the following conclusions: 

1. The results of Kinchla’s (1966) feedback condition and Tanner and co-worker’s 
(1967) no-feedback condition have been replicated in Condition F and NF/N, respec- 
tively. It has been verified that in a signal recognition task the relationship between y  

and hit and false alarm probabilities depends on whether or not an observer is given 
information about the signal presentation probabilities. 

2. The results of this study considered in relation to those of Kinchla (1966) and 
Tanner et al. (1967) suggest that the information an observer receives about the signal 

presentation probabilities and the influence this information has on his decisions are 
ordered along a dimension from (a) to (d) as follows: (a) At one end is Kinchla’s 
feedback condition and Condition F of the present study; the observer is told the 

signal presentation probabilities and is given trial-by-trial feedback. As a result, the 
hit and false alarm rates clearly increase as y  increases. (b) Next on the dimension is 
Kinchla’s no-feedback condition; the observer is told the signal presentation prob- 
abilities, but is not given trial-by-trial feedback. In this condition hit and false alarm 

rates also increase as y  increases but the effect is weaker than when trial-by-trial 
feedback is given. (c) Further along the dimension lie Conditions NF/E and NF/EL 
of the present study; the observer is not told of the signal presentation probabilities 

and is not given trial-by-trial feedback, but as a result of previous experience, he may 
realize that the signal presentation probabilities vary from session to session. Under 
these conditions hit and false alarm rates decrease slightly as y  increases. (d) At the 
other end of the dimension is Tanner and co-worker’s no-feedback condition and 
Condition NF/N of the present study; the observer is not told that the signal presen- 
tation probabilities may change from session to session and is not given trial-by-trial 

feedback. With no information about the signal probabilities, the observer’s hit and 
false alarm rates decrease markedly as y  increases. 

3. The sequential effects appear to be stronger when trial-by-trial feedback is 

omitted than when it is given. The influence of the preceding trial’s signal and response 
on hit and false alarm rates appears to have been equally strong in Kinchla’s and Tanner 
and co-worker’s no-feedback conditions, and the three NF conditions of the present 
study. The relationship was weaker in both Kinchla’s feedback condition and Con- 

dition F of the present study. 
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4. The Memory-Recognition Model provided accurate predictions for 

Pr(4, W4 I h>, and PM I So) in all conditions of the present study. For the 
sequential probabilities, Pr(A, 1 S,AjSk), the predictions are quite accurate for the 
three NF conditions. For Condition F, however, the predictions for two of the points 
in the ROC space, the points predicted to fall below the ROC curve, are less accurate; 

for the two points that are predicted to fall on the curve, the accuracy of the predic- 
tions is comparable to that of the NF conditions. 
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